NAMING SERVICE

- naming/directory service is provided by a collection of directory system agents (DSAs), which co-operate to provide the name service,

- name/directory services are look-up operations, i.e. given the name or some attributes of an object, and more information is obtained,

- the name service is a generic way of describing how a named object can be addressed and subsequently located by using its address,

- the directory service is a special name service that supports the file system,

- the services has been designed so that users don't need to know how the directory is distributed in order to use it,

- name service stores a database of bindings between a set of user names and attributes for objects,

- there are several ways how to provide name services:

· total centralisation, i.e. having a single DSA that holds all of the information the DIB

· total replication with several DSAs having all of th information replicated on every DSA,

· distributed information where each DSA to hold only some of the DIB and to route requests which involve other information to the DSAs which hold it,

Naming facility

- there are two types of components of the naming facility: 

· functional components and 

· structural components

1. structural components

name server

· provides the following name services which enables clients to name objects and share information about these objects

- communication,

- storing names and database management,

- maintaining replications,

- name resolution,

- name service operations,

name agents

· location of name servers should be transparent to clients of the name service

· transparency can be achieved through name agents which act between name servers and their clients

· name agents maintains a detailed knowledge of the name space and of existing name servers

2. functional components

communication

· when a naming facility is distributed in a distributed system, communication is required among name servers and the name agents/clients, and between servers

database management

· the name service database stores and manages objects’ attributes

· the database is maintained in virtual memory, record updates are performed incrementally on a disk in a log

name management

· there are two major tasks of name management: name distribution and name resolution

Model of naming system

- the naming information-base is distributed throughout the collection of directory system agents that form the whole directory.
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Name service

- naming system provides services to other objects, for example the users, via directory user agents (DUAs),

- name service is an abstract service that is supported directly by the directory access protocol (DAP), which is an application protocol allowing the DUA and the naming/directory service to be in different computer systems.
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- the service provides the building blocks which designers of particular applications and DUA software can use to build the higher level services which their customers need,

Name server

- name server is a process that maintains information about named objects and provides facilities that enable users to access that information,

- it maps names specified by clients to objects for example files and directories using name resolution,

- it binds an object's name to some of its properties, including the object's location,

- several name servers are normally used for managing the name space of object names in a distributed system,

- each name server normally has information about only a small subset of the set of objects in the distributed system,

- each server is responsible for mapping objects stored in different domains,

- name servers that store the information about an object are called the authoritative name servers of that object,

- to determine the authoritative name servers for every named object, the name service maintains authority attributes that contain a list of the authoritative name servers for each object,

- in a hierarchical name space, it is sufficient that each name server store information to locate the authoritative name servers for the root domain of the name tree,

- the authoritative name servers of the root domain should know the locations of the authoritative name servers of the domains that branch out from the root domain,

- the amount of configuration data that must be maintained by name servers at the various levels of the hierarchy is proportional to the degree of branching of the name space tree,

- for this reason, hierarchical naming conventions with several levels are often better suited for naming large number of objects,

Name distribution

- name distribution assigns authority for managing the name space to various name servers,

- distributed name service should manage the name space in a distributed system by a set of name servers using basic set of operations,

- distributed name service divides the name space among the processes in the distributed system,

- operations of the name distribution:

database and replication

· the name service database, which is distributed and replicated among the name servers, stores information about all objects

· each name server stores a set of attribute tuples that contains object’s name, its attribute type and value, where attribute tuples are maintained in special database objects

· more than one server may manage a given attribute in a distributed system

· replicating information about an object’s name among name servers increases reliability in a distributed system

· an object with several name servers has its attributes replicated among those servers

· the replication requires the participation of several computers in name service operations in order to read and update replicated database tuples

name resolution

· defines the name server for every named object using configuration data that contains a list of the name servers for every object and is stored in the name server database as attributes of the special type called authority

locating a name server

· a name server is also an object that may be on any node in a distributed system thus, it requires locating a name server before accessing it

· to locate name servers only needs to find a single name server because name servers should be able to locate each other

· to perform database operation it is necessary to select the authorities using a database of server addresses stored at every server 

accessing attributes

· after locating and selecting a name server for a named object, it is possible to perform database operation

Name resolution

- locates the attributes of a specific object given by its name i.e. selection of name server for the object,

- the resolution process involves two stages:

1. name resolution

· names are application-oriented denotations of objects, and addresses are object representations with some structural information

· the name resolution maps names to logical addresses

· it is performed by the distributed operating system

2. address resolution

· addresses resolution maps addresses to routes that show how an object can be physically located where the route is the lowest level of location information and cannot be reduced any further

· address resolution is a function of the computer network

· name resolution is the process of mapping an object's name to the object's properties ,such as its location,

· since an object's properties are stored and maintained by the authoritative name servers of that object, name resolution is basically the process of mapping an object's name to the authoritative name servers of that object,

· once an authoritative name server of the object has been located, operations can be invoked to read or update the object's properties.

· each name agent in a distributed system knows about at least one name server a priori,

· to get a name resolved, a client first contacts its name agent, which in turn contacts a known name server, which may in turn contact other name servers,

types of name resolution:

1. structure-oriented name resolution

· locates the set of name servers for a named object based on the structure of the name space

2. structure-free name resolution

· locates the set of name server for a given object without relying on the structure of the name space

Locating name server(s)

- a context of a pathname may be stored at different name servers, thus the name resolution is interacting with all the name servers that store the context of the pathname

- the name resolution is initiated by a DUA working on behalf of a user process,

- the resolution request is sent from one DSA to another until the object is found in the Directory Information Tree (DIT) and returned to the DUA

a. recursive chaining name resolution
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· the name agent forwards the name resolution request to the name server that stores the first context required to start the resolution of the given name,

· name servers that store the contexts of the given pathname are recursively activated one after another until the authority attribute of the named object is extracted from the context corresponding to the last component name of the pathname

· the last name server returns the authority attribute to its previous name server, which then returns it to its own previous name server and so on along the original path (recursive chaining)

b. transitive chaining name resolution

· the name agent first sends the resolution request to the name server that stores the first context needed to start the resolution process,
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· the server resolves as many components of the name as possible. It then passes on the unresolved portion of the name to the name server that stores the next context needed to proceed with the resolution process.

· this name server resolves as many components of the name as possible and then passes on the unresolved portion of the name to the next name server. The process continues and the name server that encounters the authority attribute of the named object returns it directly to the name agent.
· in the transitive recursive approach the result is sent back directly to the DUA

c. iterative name resolution

· name servers do not call each other, name agent controls the resolution and one by one calls each of the name servers involved in the resolution,

· the name agent first sends the name to be resolved to the name server that stores the first context required to start the resolution of the given name,
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parallel iterative resolution
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sequential iterative resolution

d. sequential multicasting resolution

· the resolution request is replicated and sent to multiple DSAs concurrently

· one of the valid responses is chosen by the DUA

·  multicast resolution is suitable when structural information is not available
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e. agent-based reference resolution

· a DSA that cannot resolve the requesting name from a DUA makes a best suggestion of another DSA to the DUA

· reference resolution can be used for both name and attribute-based resolutions
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f. server-based reference resolution
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Locating objects

- object locating is part of the name resolution, i.e. the process of mapping an object's system-oriented unique identifier (UID) to the location or replica locations of the object,

- in a distributed system, object locating is only the process of knowing the object's location, i.e. the node,

- the object-accessing operation starts only after the object-locating operation has been carried out successfully.

- object-locating mechanisms:

1. broadcasting,

2. ring broadcasting

3. UID-based object location
4. searching creator node first and then broadcasting

5. forward location pointers

6. cache and broadcasting object location

1. broadcasting

·  an object is located by broadcasting a request for the object from a client node. The request is processed by all nodes and then the nodes currently having the object reply back to the client node,

·  its a reliable method because it supplies all replica locations of the target object,

·  it suffers from the drawbacks of poor efficiency and scalability because the amount of network traffic generated for each request is directly proportional to the number of nodes in the system and is prohibitive for large networks.

·  therefore, this method is suitable only when the number of nodes is small, communication speed is high, and object-locating requests are not so frequent,
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broadcasting object-locating mechanism

2. ring broadcast

·  pure broadcasting is expensive for large networks, Moreover, direct broadcasting to all nodes may not be supported by wide-area networks,

·  modified form of broadcasting, called expanding ring broadcast is normally employed in an internetwork that consists of local area networks (LANs) connected by gateways.

·  LANs are systematically searched until the object is found or until every LAN has been searched unsuccessfully,

·  the distance metric used is a hop which corresponds to a gateway between processors,

·  a ring is the set of LANs that is for a certain distance away from a processor. Thus, Ring0[A] is A's local network, Ring1[A] is the set of LANs one hop away, and so on,

ring broadcast algorithm:

· suppose that processor A needs to locate object X. 
· the ring size i is bounded from above by the diameter of the network,

step 1. beginning with i = 0, a request message is broadcast to all LANs in Ring0[A]. If a response is received, the search ends successfully. 

step 2. otherwise, after a timeout period has elapsed, i is incremented by 1 and the request broadcast is repeated. 

· this method does not necessarily supply all the replica locations of an object simultaneously, although it does supply the nearest replica location.

· the efficiency of an object-locating operation is directly proportional to the distance of the object from the client node at the time of locating it,
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ring broadcasting object locating mechanism

3. UID-based object location

·  it is based on structured UIDs where one field of the UIDs is the location of the object,

·  given a UID, the system simply extracts the corresponding object's location from its UID by examining the appropriate field of the structured UID, i.e. the node on which the object resides,

·  one restriction of the scheme is that an object is not permitted to move once it is assigned to a node, since this would require its identifier to change, consequently, an object is fixed to one node throughout its lifetime,
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·  this object-locating scheme is limited to those distributed systems that do not support object migration and object replication. ,

4. searching creator node first and then broadcasting

·  it is based on the assumption that it is very likely for an object to remain at the node where it was created because object migration is an expensive operation and objects do not migrate frequently,

·  the location field of the structured UID contains the identifier of the node on which the object was created. Given a UID, the creator node information is extracted from the UID and a request is sent to that node. If the object no longer resides on its creator node, a failure reply is returned back to the client node,

·  in case of failure, the object is located by broadcasting the request from the client node. This method of object locating is used in,

·  the scheme is more flexible than the method of encoding the location of an object within its UID because it allows the system to support object migration
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5. forward location pointers

· it is an extension of the previous scheme. The goal of this extension is to avoid the use of broadcast protocol. 

·  a forward location pointer is a reference used at a node to indicate the new location of an object,

·  whenever an object is migrated from one node to another, a forward location pointer is left at its previous node. Therefore, to locate an object, the system first contacts the creator node of the object and then simply follows the forward pointer or chain of pointers to the node on which the object currently resides,

·  the method has the advantages of totally avoiding the use of broadcast protocol and allowing the support of object migration facility,

·  drawbacks of the methods:

· the object-locating cost is directly proportional to the length of the chain of pointers to be traversed and grows considerably as the chain becomes longer.

· it is difficult, or even impossible, to locate an object if an intermediate pointer has been lost or is unavailable due to node failures. Therefore, the reliability of the mechanism is poor.

· the method introduces additional system overhead for upkeep.

6. cache and broadcasting object location

· a cache is maintained on each node that contains the (UID of the last known location) pairs of a number of recently referenced remote objects, 

·  given a UID, the local cache is examined to determine if it has an entry for the UID,

·  if an entry is found, the corresponding location information is extracted from the cache,

·  the object access request is then sent to the node specified in the extracted location information

·  if the object no longer resides at that node, however, the request is returned with a negative reply, indicating that the location information extracted from the cache was outdated.

·  if the specified UID is not found in the local cache or if the location information of the object in the local cache is found to be outdated, a message is broadcast throughout the network requesting the current location of the object,

·  each node that receives the broadcast request performs an internal search for the specified object,

·  a reply message is returned to the client node from the node on which the object is found. This location of the object is then recorded in the client node's cache. Notice that a cache entry only serves as a hint because it is not always correct.

·  this scheme can be very efficient if a high degree of locality is exhibited in locating objects from a node. It is also flexible since it can support object migration facility.

·  the method of on-use update of cached information avoids the expense and delay of having to notify other nodes when an object migrates,

NAME CACHES

- caching is an important technique for building responsive, scalable distributed systems,

- recently used names and their addresses can be kept in a cache to reduce the need for name resolution,

- caching is successful because naming data are changed relatively rarely, 

- caching provides high performance of the  name service and assists in maintaining the availability of the name service after name server crashes,

- a cache can be maintained either by the client or the server or by both,

1. client-based cache

 caching at the client is an effective way of pushing the processing workload from the server out to client devices, if a client has the capacity,

 data cached by a client should be in the main memory or on a local disk at the client site,
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2. server-based cache

·  if data likely to be reused by multiple clients or if the client devices do not have the capacity to store data then caching at the server is more effective.
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3. multi-level caching

·  caches can be maintained at multiple levels, for example: caches can be maintained at all clients and all servers. 

 use of a cache at one level reduces the number of requests handled at the levels below,
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 data consistency should be provided by either client-initiated or 
server-initiated approach:

client-based approach 
- cache manager at the clients validate data with the server before returning if to the clients,

server-initiated approach 
- servers inform cache managers whenever the data in the client caches becomes stale,


cache managers at clients can retrieve the new data or invalidate blocks containing the old data in their cache,

concurrent-write sharing approach – a file is open at multiple clients and at least one client has it open for writing,


when a concurrent write sharing occurs for a file, the file server informs all the clients to purge their cached data items belonging to that file,
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